HK Level Zero Code Debug Guide(version 9 on 10/1/2010)

Item # Modul e Error or |Total Message Probl em |Sol ution/
(priority) | Componen |Wr ni ng Descri bed |Actions Required
=>exe_c or t /
ﬁ§¢pt Subconpo
nent/
Execut ab
le
1 - >HK Emai | JSOC. WARNI NG Dayfil e (1) Confirmthe process that
ig@g?pl Level O |messages |lIngesting MOC were not |retrieves Dayfiles fromMX is
’ - >MOC with this |dayfiles: retrieved \working. Check with Art or Hao.
Dayfile |subject. by (2-option a)Once this is working
Save and | JSOCC status: No files |process the process will pick up dayfiles
decode | oaded t oday t hat for lost day(s) and the current
keywor ds |(1) WARNI N | War ni ng retrieves |day and save dayfiles at 10PM PDT
data for |G Message: the Level |(2-option b)If needed we can start
asd I ngesting |-->Received 0 save of dayfiles for |ost day as
dayfile |[MOC count of <0> dayfiles |soon as we get files retrieved by
and save |dayfiles: |hkt files and from MOC |process that gets files from MOC
keywords |status:No |count of <0> Product Product Server.
to asd files xm files from |server. ->login to jO as production
HK by | oaded directory Thi s %
API D t oday </tnmp21/jsoc/sd |should be |cd /home/production/cvs/ISOT proj/
series(s o/ nocprods/ | zp> |done by | evO/ scri pts/ hk
do. | ev0_ . 9PM PDT. | % dsdf.pl noc
asd_0004 -->When Then this |-->View log file to confirm saved
) executing process dayfil es and decode asd dayfile
- script | ooks for |% view | og-df-nmoc
>dsdf . pl </ hone/ producti |dayfiles.
cronj ob on/ cvs/JSOC/ pro |If none (3) There are processes that nissed
on jl1ev0/scripts/ |are getting dayfiles and processing
product i hk/ dsdf . pl > there, an |These needed-scripts(tenporary
on@O0. fromcron job. email is |quickly done scripts not
sent out |officially checked into cvs)
to processes run as cron jobs between
jsoc_ops. |11-11: 30PM PDT on producti on@O0
Thi s (NOTE: This script will be changed
causes to using dsdf.pl once conplete
ot her TRAC ticket #280)
processes
to fail By checking log files(log-
because doAPI D17, | og-doAPI D19, | og-
they are |doAPI D21, | og-doAPI D38, | og-
| ooki ng doAPI D40) can see if runs were
for successf ul
dayfiles |(a) Keyword Data for APID 19 to
at 11PM |hm .tenperature_sumary series(For

Sebasti en and Jesper)

->Co to directory to update
manual |y script.

%

cd /hone/ producti on/ cvs/ JSOC pr 0j
/1 ev0/ scripts/ hk

->Change start day and end day in
script to day(s) did not have day
files.

For exanpl e change $i start val ue
and 6 end val ue shown bel ow
#(1) hardcode end day for nonth
#for october 2008 use 1-31 days
$i =5;
while ($
{

< 6)
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Item #

(priority)

=>exec or
script
name

Modul e
Componen
t/
Subconpo
nent/
Execut ab
le

Error or
VMr ni ng

Tot al

Message

Pr obl em
Descri bed

Sol uti on/
Actions Required

--> Go into file and change

% vi getFil esFronDayfil e_019v2.p
-->Run

% get Fi | esFronDayfil e_019v2. p

b) API D 17, 21, 38,40 are | ess
critical since these series are
used by Master Pointing series to
gather data. This data is used to
up hm.leg_status, hm/aia iss
series data. Since the naster
pointing series does not change HK
| ookup tines often, this should
not have a problemuntil we update
the master pointer series. To do
these updates. Repeat steps about
described in 3a. Edit these files
and then run. Renenber v2 version
in name of perl file is for hand
editing and v3 version should not
be touched(used for cronjobs).
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Item # Modul e Error or |Total Message Probl em |Sol ution/
(priority) | Componen |Wr ni ng Descri bed |Actions Required
=>exe_c or t/
ﬁ§¢pt Subconpo
nent/
Execut ab
le
2 ) - >HK Emai | War ni ng (1) This Action Probl em Described(1):
(:Lg‘é";jp' glh) Level O |with Message: usual ly |Probably not Problem
' ->MC subj ect : -->Recei ved occurs Confirmall 256 files were
Dayfile count of <3> after ingested by viewing log file(log-
Save and |JSOC: WARN |hkt files and getting df -noc) and view the dayfiles are
decode I NG | nges |count of <3> emai | there in the three dayfile series
keywords |ting MOC |xm files from |described for that day. Were three series
data for |dayfiles: |directory initem |are aia.hk_dayfile
asd status: Po |</hone3/carl/cv |#1. The hm . hk_dayfile, sdo.hk_dayfile
dayfile |ssible s/ JSOC/ proj/lev |next day
and save |error 0/ scripts/hk/pu |there are |Action for Probl em Described(2):
keywords |ingesting |[p_dir>. previ ous |Confirm when SUMS/ DRMS is wor ki ng.
to asd dayfil e. -->When days Then follow simlar procedure
HK by executing files on |shown for item#1. The difference
API D scri pt t he here is that, you will sse
series(s </ hore/ producti |dropoff dayfil es(64 dayfiles + 64 xm
do. |l ev0_ on/ cvs/JSOC/ pro |directory |files) on the dropoff directory.
asd_0004 j/1ev0O/scripts/ So the |Since we had files but could not
) hk/ dsdf . pl > amount we [save, so kept files there for
- fromcron job. pi ck up manual work around
>dsdf . pl -->Check if from
cronj ob there is Art's
on probl em The pi ckup
product i dayfiles to directory
on@ 0. i ngest into (128)
data series and |does not
delete from equal the
directory did anount on
not match the t he
count of the dr opof f
dayfiles directory
recei ved. (128+128)
-->Possibly a .
pr obl em (2)1f
i ngesting coul d not
dayfiles in wite to
series because |SUM DRMs
of bad setting because
of SUMSERVER it was
par amet er or down.

SUMS coul d be
not avail abl e.
-->Possi bly not
an i ssue which
was caused by
the dayfiles
not being

i ngested on
previ ous day(s)
therefore the
file count
recei ved today
does not match
files ingested.
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Item # Modul e Error or |Total Message Probl em |Sol ution/
(priority) | Componen |Wr ni ng Descri bed |Actions Required
=>exe_c or t/
ﬁ;;;pt Subconpo
nent /
Execut ab
le
3 - >HK (1) joO (1)j 0 server Possible |Action Problem Described(1):
(:nggmt ol Level O |server down or Problems: |Solution is to restart gdfrt.pl
' - >Real down or crashed. (1)Jo process with new LOG file marked
tine crashed (2) Emai | server with time restarted process.
Decode emai | nmessage in body |goes down |Restart nonitor_df_rtnon. pl
and save |[from :Error Message: |because process.
of adm ns -->Dayfile of crash
keywor ds </ hm sdp- or runs a)Login into jO as production user
to asd (2) nmon/ | og/ packets |out of on termnal w ndow. Execute:
series Emai | / 0x0081/ 2010020 |nenory. % nohup gdfrt.pl apid=129
usi ng with 4.0x0081> is (2) The j O |pkt_size=128 > LOG RT-
M nut e subj ect : not probably server APl DOx081-2010. 05. 11. 09_10: 00: 00 &
of data |JSOC: WARN |t here. | oses nfs
in RTMON |I NG I NGES |-->This nmonitor |connectio |This process decodes ninute of
Dayfile |TING script wll n dayfil e and saves keywords to
->0n REALTI ME |continue to /hm sd |sdo. | ev0_asd_0004 seri es.
producti |DAYFI LE runni ng and p-
on@0 FOR APID |resend anot her nmon/ 1 og/ p |b)Log on to jO on another term nal
cron job |129:Dayfi |email notice if |ackets wi ndow and execute:
to start |l e does the data file directory |% nohup nonitor_df _rtnon. pl
script. not exist |is there and or api d=129 &
Scri pt data starts Lockheed
at /home |(3)Emmil fl owi ng and i's not This script nonitors if dayfile is
/product |with st ops agai n. f eedi ng getting updated every 5 m nutes,
ion/cvs/ |subject: -->To restart updat es if not sends emmil warning.
JSOC/ pro [JSOC: WARN |nmoni tor enter to
j/1ev0/s || NG INGES |[comand: /hone |dayfiles |c) Viewif passing when
cripts/h |TING / production/cvs |(3)See processing. Note the is one issue
k. REALTIME |[/JSOC/proj/levD |item shown in the log file as failed
DAYFEI LE [ scripts/hk/nmon |above(2). |when processing nore then 1 mnute
% FOR APID |itor_df _rtmon.p |O could |of data at beginning of run. This
gdfrt. p |129: Dayfi | api d=129 be a is really ok.
I le is not |-->To stop short %tail -f <LOG RT-<whatever>
api d=129 getting nmonitor run ~ del ay _
: new conmand(user =pr |when d)View in LookData tool that data
pkt _si ze . ; . h
-128 packet s oducti on_) :/home |nmoving to|records are getting added to
/ production/cvs |next day |sdo.levO_asd_0004.
% nohup /JSO_O proj/lev0 |at _ _
noni t or /'scripts/ hk/sto |5pnPDT. Action Probl em Described(2):
p_noni tor_df _rm -Check jO can see
_df_rtm on. pl apid=129 directory /hm sdp-nmon/| og/ packets.
on. pl -Contact Rock on why Lockheed not
Zpl d=129 updating data to dayfiles.

Action Probl em Descri bed(3):
-Check jO can see

directory /hm sdp-nmon/| og/ packets.
-Contact Rock on why Lockheed not
updating data to dayfiles.
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Item # Modul e Error or |Total Message Probl em |Sol ution/
(priority) | Componen |Wr ni ng Descri bed |Actions Required
=>exe_c or t/
ﬁ;;;pt Subconpo
nent/
Execut ab
le
4 - >HK (1) Emai | (1) ERROR (1) Possi b |Action Problem Described(1a):
(:Q'gﬂ?it ol Level 0 |with Message: le Check with teamif drms database
' - >Real subject: |-->Failed to problens: |is down for service. If down, then
tine JSCC: ERRO |decode dayfiles |(a)drns as soon as comes back up the
Decode R HK i nto keywords data base |script will begin processing where
and save |Level 0 and wite is down | ast successfully processed data.
of Real Tinme |keywords to hk |[for Confirmin log file
keywords |Processin |data series for |service (/ home/ producti on/ cvs/JSOC/ proj/le
to asd g failed |apid <129>. (b)drms v0/ scripts/ hk/l og-gdfrt-apid-129)
series to decode |-->Cause could dat a that the processing is being done
usi ng m nut e be that DRVMS is |series successfully. If not successfully
M nut e dayfiles. |down or the does not |processing review |log for reason
of data drms series exi st. why failing.
i n RTMON does not exist.
Dayfil e -->\When DRMS Sidebar 1: If the drns is down for
->0n cones back up, I ess than two days and this
producti this script process continues to run. The
on@0 will start to script will auto process previous
cron job process dayfile days dayfile before starting
to start wer e | ast processi ng of current dayfile(0
script. processed data UTC = 5pnPDT). If greater than two
Scri pt successful ly. day's of drnms down, auto
at /home -->M nut e Day processing will not occur for
/ pr oduct File not previous files 2-n days back.
i on/ cvs/ decoded
JSOC/ pro i s:</tnp22/carl
j/lev0ls /1 ev0/ hk_m nute
cripts/h _dayfil es/ 20100 Action Problem Described(1b):
k. The 607. 0x0081- 0- First check the dataseries in |og
cronj ob m nut e> file is existing in drnms by doing
scri pt -->Next Emai | show_i nfo <name>. |f does not
executi o Alert will be exist, will need to create using
n with sent in 1 hour jsd files auto created
ar gunent i f problem at / home/ producti on/ cvs/ TBL_JSOC/
S: persi sts. | evO/ hk_j sd_fil e/ prod using
-->Here is log create_series. The script should
gdfrt.p from wite to series with no errors.
| decode_dayfil e Second check, since the gdfrt.pl
api d= execut abl e cal I s decode_dayfil e.
pi d=129 . S= :
pkt _si ze showi ng error decode_da_yfl le's series nane setup
=128 nessages: could be incorrect in

SOURCE_ENV_FOR_HK_DECODE_DAYFI LE
which is in

directory /home/ production/cvs/JSO
Cl/proj/1ev0/apps. This name change
could occur if the HK config files
from Lockheed are updat ed.
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Item # Modul e Error or |Total Message Probl em |Sol ution/
(priority) | Componen |Wr ni ng Descri bed |Actions Required
=>exe_c or t /
ﬁ§¢pt Subconpo
nent/
Execut ab
le
5 Emai | War ni ng The RT (Step 1)Verify issue
ingn ol ->HK nessage Message: Dayfile Check if RT dayfile in
’ Level O |with this |-->Received was not sdo. hk_dayfile series where date
->RTMON  |subj ect: count of <1> saved to |is day of problem and
Dayfile |JSOC. WARN |hkt files and dayfile source=rtnon. Check log file at
Save of |ING Inges |[count of <1> series. | og-df-rtrmon for information on
only ASD |ting xm files from war ni ng.
Dayfile |RTMON directory Possi bl e |Check for dayfile at drop
- dayfiles: |</hm sdp- probl ens: |directory defined in dsdf.pl and
>dsdf . pl |status:Po [non/l|og/packets |(1)SUMS/ D |pickup directory in
cronjob |ssible >, RVS down |ingest_dayfile. pl
on error -->When so could
producti |ingesting |executing not save |(Step 2)Manual save RT dayfile
on@ 0. dayfil e. scri pt files. that failed |last night. Execute
</ hone/ product i the manual command to save asd
on/ cvs/JSOC/ pro |(2)Path rtnon dayfile to sdo. hk_dayfile
j/1ev0/scripts/ |setup to |ssh or login to jO as production
hk/ dsdf . pl > pi ckup or |user. Since we are save only asd
fromcron job. drop off |files(apid in hex use 81) use
-->Check if dayfile command wi th api d=81. Set nerged
there is was not value to 0 which nean save dayfile
probl em The correct. |only. Utilize src=rtnon because
dayfiles to fileisinrt filename format. The
i ngest into (3)No dsnlist is a map to tell script
data series and |dayfile were save dayfile
delete from on /hm sd
directory did p- mon a) Save dayfil e:
not match the server. %
count of the cd / home/ production/cvs/ JSOJ proj/
dayfiles (4)J0 has |l ev0O/scri pts/hk
recei ved. no access
-->Possibly a to % i ngest_dayfile.pl apid=81
pr obl em hm sdp- dsnlist=./df _apid_ds_list_for_rtno
i ngesting nmon n src=rtnmon merged=0
dayfiles in server.

seri es because
of bad setting
of SUMSERVER
paraneter or
SUMS coul d be
not avail abl e.
-->Possi bly not
an i ssue which
was caused by
the dayfiles
not being

i ngested on
previ ous day(s)
therefore the
file count
recei ved today
does not match
files ingested.

b)Verify files save by checking
LookData tool with sdo. hk_dayfile

c)Cean files:

%

cd /tnp21/ production/lev0/ hk_rtmnon
_dayfile

%rm<files saved>

% vi DF_DELETE_FILE LI ST_RTMON
(Renove files saved al ready)

(Step 3)Fix issue, if needed to
described in |list issues in

Probl em Description colum. Verify
tonorrow no warning email is send
Verify log has no errors.
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dayfil e.

Item # Modul e Error or |Total Message Probl em |Sol ution/
(priority) | Componen |Wr ni ng Descri bed |Actions Required
=>exe_c or t /
ﬁ§¢pt Subconpo
nent/
Execut ab
le
6 - >HK Enmi | Simlar to item |(1)Path (Step 1) Check with j0O see hm sdp-
ingn ol Level 0 |nmessage #1 except this setup to |non directory. Check if asd
’ ->RTMON  (with this [is for RTMON or |pickup or |dayfile there(apid is 0x81).
Dayfile |subject: Real tine day drop off
Save of |JSOC.WARN |files. This dayfile (Step 2) Followsimlar step as
only ASD |ING Inges |[RTMON refers to |was not item #3
Dayfile |ting HK_SOURCE correct.
- RTMON keyword setting |(2)No
>dsdf . pl |dayfiles: |in <aialhm | dayfile
rtnmon status: no |sdo>. hk_dayfile |on /hm -
cronjob |file seri es. sdp
on | oaded server.
producti |today. (3)JO0 has
on@O0. no access
to hm -
sdp
server
therefore
cannot
reach
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Item # Modul e Error or |Total Message Probl em |Sol ution/
(priority) | Componen |Wr ni ng Descri bed |Actions Required
=>exe_c or t/
ﬁ§¢p‘ Subconpo
nent/
Execut ab
le
- >HK Emai | War ni ng (1) There |Action for Problem Described(1):
GOM Level 0 |nmessage Message: was Step(1l)(a)Confirmw th Ji mand Hao
=>getdf.pl |- >HSB W th --> Wen reprocess |that the dayfiles created were
Dayfile |subject: checked the HSB |ing of from production telenetry data.
Save JSOC: WARN |Di rectory found |ol der Now we begi n a nmanual process to
>getdf.p |[I NG Inges |one issue telemetry |save hsb dayfiles. See steps
| hsb ting HSB |requiring data. The |1b- le.
cronjob |dayfiles: |action. ingest_le
on st at us: --> | SSUE v0 Step(1l)(b)Save files in dayfile
producti |Found O d |Found: execut abl |series using script. For day 9/29
on@ 0. HSB (1)ad e wite use this. Inportant to note to use
Dayfil e Dayfile(s) were |HK hsb_r. Also do not save or delete
Not found and need packet s current dayfil es being updated,
Processed |to be |oaded in |[to HSB l et auto process do this(dsdf.p
->Action |dayfile series. |dayfile. |hsh).
Required |--> ACTIONS To The $ ingest_dayfile.pl apid=4B
Do: regular | r+-2a00929 end=2a00929
(1) Run process , . .
i ngest dayfl | e. t hat save dsnlist=. /df_apld_ds_llst_for_h
pl with HSB sb_r src=hsb_r merged=0
src=hsb_r to dayfiles |.......
| oad these old jonly (repeat command with different
dayfiles. Then saves . .
. times and/or apid as needed)
confirm | oaded current
in hk_dayfile days Step 1(c) Now, check got loaded
series and then dayfile. |using lookdata web tool for
del et e each It does <aia | hmi>.hk_dayfile
dayfile(s). not save
--> List of ol der .
<18> O d dat ed Step 1(d) Remove fl}es
Dayfile(s) are: |dayfiles. |$rm /tmp22/production/lev0/hk_h

hsb_0478_2010_0
9 29 03 20 51 0
0. hkt
hsb_0475_2010_0
9 14 00_36_04_0
0. hkt
hsb_0451_2010_0
9 14 00_36_59 0
0. hkt

sb_dayfile/*_09_29*

l1(e) Clear list of old hsb
dayfiles to delete from
DF_DELETE_FILE_LIST located

in /home/production/cvs/JSOC/pr
0j/lev0/scripts/hk

This step needs to be done
because the auto script dsdf.pl
uses DF_DELETE_FILE_LIST file
too.
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